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Summary. The finite element (FE) method can be applied to solve the reactive 
scattering problem of the A + BC ~ AB + C type. We are using the S-matrix 
version of the Hulth6n-Kohn variational principle for the two-dimensional col- 
linear problem. The asymptotic wavefunction is described by analytical functions 
and the interaction part by FE functions. 

Two approaches are used and compared to each other: 1) FE functions are 
employed as the basis functions for the interior part of the potential; 2) the FE 
method is used in order to calculate eigenfunctions for the interior region of the 
potential and then these eigenfunction s are used as a new basis. In the second case 
two ways of choosing grid points are applied. First a grid is built that covers both 
reaction channels, secondly we considered the two reactions channels separately 
and two basis sets are used in the scattering calculations. This last version would be 
more helpful from the point of application to three-dimensional non-collinear 
problems. Results obtained by raising the number of elements, or by increasing the 
polynomial order, are compared. General formulas for the formfunctions in case of 
arbitrary order of the polynomials will be presented. 
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1. Introduction 

In the last years considerable progress has been made in the quantum scattering 
treatment of elementary reactions, using a variety of time-dependent and time- 
independent approaches [1]. Especially the variational methods have been very 
successful. The S-matrix version of the Hul th6n-Kohn variational principle is one 
of the general and straightforward approaches which may be applied alternatively 

* Dedicated to the 60th birthday of Prof. Jan Linderberg (Aarhus) 
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to other more standard approaches, especially when applying finite elements (FE) 
to provide the basis set. In earlier work we have described the finite element 
method (FEM) for bound state problems and R-matrix type scattering calculations 
by using different orders of polynomials [2]. 

In the present work we show how the asymptotic part of the scattering 
wave-function is described by analytical functions and the interior part of the 
potential including two channels (e.g. in the collinear case) is described by finite 
element functions within the concept of the Hulth6n-Kohn variational principle 
(HKVP) of Miller and coworkers [3]. Applications for elastic and inelastic calcu- 
lations have been described recently [-2el. The S-matrix version of the HKVP has 
proved to be an extremely powerful approach for carrying out quantum mechan- 
ical scattering calculations for molecular reactive, electron-molecule [4a] and 
molecule-surface [4b, c] collisions. A similar approach using the log-derivative 
method has been used by Manolopoulos et al. [5]. FEM has also been applied 
successfully in combination with hyperspherical coordinates for solving 3D reac- 
tive scattering and bound state problems [6]. 

In this paper we show that instead of a product of conventional basis functions 
for translation and vibration, two-dimensional finite element functions can be 
employed (no separation ansatz). Two ways of choosing the grid points are used: 
A) a grid is built that covers both reaction channels and B) we considered the two 
channels separately and constructed a common overlap. 

Within FEM two approaches for the wavefunctions are used: a) in the conven- 
tional way finite element functions are taken as basis functions for the interior 
region and b) first a set of eigenfunctions (using FEM) for the interior region is 
calculated and then these orthonormal functions are used for calculations at 
different collision energies. Results obtained by increasing the number of elements 
or by increasing the polynomial order are compared. General formulas for the 
formfunctions in case of arbitrary polynomial order will be presented. 

The theories of FEM and of the S-matrix version of the Hulth6n-Kohn 
variational principle have already been presented elsewhere [2e, 3a]. So in Sects. 
2 and 3 only a short overview will be given. In Sect. 4 we will describe the different 
shapes for the interaction region that have been choosen. In Sect. 5 the application 
for the collinear H + H2 reaction will be investigated. Section 6 will end up with 
the conclusion. 

2. The finite element method 

The general idea of FEM applied to solve the Schr6dinger equation is to change 
over from the integration to a summation over many subdomains called elements 
[2a, 6]. On each element the wavefunction is approximated by a parametrized 
function u. The simplest choice are polynomials of different degrees e.g. in two 
dimensions (Fig. 1) 

U(X, y) = 2 CoXiY i" (1) 
i,j 

On each element e a certain number of grid points is choosen and the function u on 
the element is expanded as 

p p 
u~(x, y) ~ ~e~ - ~  = u~e~ ~ T ~  u~ = u i N i ( x , y )  ~ i " ' i  ~ 1 ,  ~2,~3),  - -  u ( x i ,  yi); (2) 

i = 1  i = 1  
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Fig. la. General triangle T1, b Natural  coordinates in unit triangle with points Pi(~l, ~2, ~3) 

where the formfunctions Arle) (NI e)) a r e  defined to have interpolating properties 
inside each element e and are zero or one at the grid points: 

~[!e)(x't , J' JJ,'u'] = (~ij" (3) 

Integrals over the whole domain of the problem are then sums over all elements. 
We choose a triangular form of the elements (Fig. la). One obtains a simple 

integration formula, if one transforms from an arbitrary triangle to a unit rectan- 
gular triangle with the coordinates ~ and t /and then to "natural triangular coor- 
dinates" ~i (Fig. la, b): 

x = x~  + ( x 2  - x ~ ) ~  + ( x 3  - x ~ ) ~ ,  
(4) 

Y = YI q- (Y2 -- Yl)~ ~ (Y3 - -  Yl)~/• 

~ = l - ~ - - t / ,  f f 2 = 4 ,  ~ 3 = t / .  (5) 

The formfunctions can then be expressed in terms of the ~i. Usually explicit 
formulas for the formfunctions are used. However, these formulas are given in 
textbooks only for certain orders of polynomials, for example, second, third and 
fifth. General formulas in one dimension have been already given in Ref. [2c]. We 
want to present general formulas for all (g + 1)(g + 2)/2 formfunctions of a poly- 
nomial of the arbitrary order g in two dimensions. 

All the formfunctions are determined by the following three formulas. The 
formulas depend on the position of the reference points. 

If the polynomial order is equal to 3 times a natural number, there exists a point 
in the center of the triangle (marked by a circle in Fig. 2) with corresponding 
formfunction 

1 . 1 
N, = ~ 1~[ (g~ - j ) (g~2 --J)(g~3 - J ) .  (6) 

j=O 

Here n is the number of the perimeter on which the point is lying minus 1 (see 
Fig. 2) 

If a point is located in the middle of a side of the triangle itself or of one of the 
internal perimeters (marked as a cross in Fig. 2), the corresponding formfunction is 

1 g / 2  - n  - 1 n - 1 

-- I-I ( g ~ l - J l ) ( g ~ 2 - J l )  17[ (g~3 -J2 ) .  (7) Ni ((9/2 - -  n)!) 2 A = o  j2=o 
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Fig. 2. Grid points in a triangle for 
a ninth-order polynomial expansion. 
The outer perimeter defines the 
triangle (n = 1), the central point 
defines the most internal perimeter 
(n = 4) 

Fo r  all the other  points  the formfunct ions  are: 

1 o - 2 n - k - 1  n + k - 1  n - 1  

N~ = l-[ ( ~ 1 - - j l )  1-[ ( g ( 2 - - J 2 )  YI ( g ~ 3 - J 3 ) .  
(g --  2n - k)!(n + k)!n! jl=o j2=o j3=o 

(8) 

Here  k is the distance f rom the nearest  corner  (see Fig. 2). [1 is the natura l  
coordinate  tha t  is related to this corner,  [2 - to the one that  is more  far f rom the 
point,  but  is lying on the same side. 

3. S-matrix version of the Hulth6n-Kohn variational principle 

In  the S-matr ix  version of the H K V P  [7] as derived by Miller and coworkers  [3], 
the S-matr ix  at  energy E is given by 

S . . . . .  = ex t [Cl  . . . .  + T<~n=lH -- Elan1>],  
n 

(9) 

where ~,~(r) is a trial wavefunct ion which is regular  at r = 0 and has the asympto t i c  
form (for r --* oo) 

N 

~ ( r , { q } )  = ~ (  -- Uo,,(r)6,, ,  + ~,  Uln(r)c l . . . .  )~b,({q}). (10) 
n / = 1  

r is the t ranslat ional  coordinate  and {q} denotes the coordinates  of  all internal 
degrees of  f reedom with the channel  eigenfunctions {4~,({q})}. This is the 
mult i -channel  formula t ion  for ~'(r, {q}) which can be used for elastic (without {q} 
and ~b,), inelastic and reactive processes (with in t roduct ion  of the indices 1, 2 for 
the a r rangements  A + BC and AB + C in the coll inear case). The  {u~.(r)}, 
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l = 2, ..., N is a square integrable basis set. Uo,(r) and ul , (r)  have the properties of 
incoming and outgoing waves, which can be "free" functions (the special form 
depends on the dimension of space to be included) or distorted functions. In order 
to regularize Uo, and u~, (u l ,  = u*,), they are multiplied by a cutoff function. We 
have choosen 

hk ,  { 2 # ( E -  E , )~  1/2 
U o , = f ( r ) e - i k " % y  1/2, v , - -  k , =  (11) / 

and 

f i r )  = ½ {1 + tanh[e(r - G)]}. (12) 

Stationarity of Eq. (9) with respect to the expansion coefficients c~ . . . .  ~ (in Eq. 10) 
leads to the matrix equation (details see [3a]) 

S = ~ ( B  - C r B * - ~ C ) ,  (13) 
n 

where S, B and C are matrices of the size of the number of open channels. B and 
C are given by 

B = M o o  - -  M T M  - 1Mo, (14) 

C = 3 1 1 o  - -  M * r M  - 1Mo, ( 1 5 )  

(Moo),,, = (uo, qS,[H - E]uo,,C~,'), (16) 

(M1 o),,' = (ua,q~,lH - El Uo,, q~.,), (17) 

(M), , ,r , ,  = (UzCnlH - Elu, , ( ) , , ) ,  l, l' = 2 . . . . .  N ,  (18) 

(Mo)l, , , '  = (u ,O , [H -- EJuo, ,O, ,) ,  t = 2, . . . , N .  (19) 

The translational functions in the bra symbols in Eqs. (16) and (17) are not the 
complex conjugate ones, and n is the collective index of all internal quantum 
numbers. 

The main numerical effort in this scattering method is the calculation of matrix 
elements. Those in Eqs. (16), (17) and (19) have to be recalculated for each energy. 
The matrix elements of the Hamittonian and the overlap matrix over the basis uL~b., 
l >~ 2, in Eq. (17) have to be calculated only once, but the inversion of M has to be 
repeated for each energy. In order to reduce the size of the matrices in Eqs. (14 and 
15), different polynomial orders for finite elements and different potential adapted 
basis sets have been tested. 

In the case of solving the scattering problem the wavefunction is built up from 
FE-functions in the interior region and analytical functions in the asymptotic 
region. 

However in the case of applying the original FE-functions much computing 
time has to be spent for "inverting" the large matrix (Eqs. (14) and (15)). Alterna- 
tively we first solve the eigenvalue problem within FEM 

(~FEMIH ] ~FEM) = E,(wFE~a]gjFrM ) (20) 

up to a maximum eigenvalue Emax or up to a finite number of eigenfunctions, which 
are then used as a new orthogonal basis for calculating the matrix elements in 
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Eqs. (18) and (19). The inversion of the large matrix M for different energies is then 
just the inversion of the diagonal elements. 

4. Grid schemes for calculating a potential adapted basis 

In order to reduce the amount of computing time (that is related to solving the 
linear equation in Eq. (14)) we tried to find out if eigenfunctions that cover different 
reaction channels can be choosen to build up a more effective basis set. This would 
be even more interesting for polyatomic systems if for each channel, potential 
adapted eigenfunctions (in more than one dimension) can be made available. The 
problem that one has to deal with is the linear dependency. In the present case it 
could be easily handled by choosing those basis functions that have eigenvalues of 
the complete overlap matrix larger than say e ~ 10-1 a.u. In Fig. 3a-d the different 
shapes for the finite element regions (used in the calculations) are shown. Fig. 3a 
shows an area that includes the incoming and the outgoing arrangement channel. 
In Fig. 3b, c shapes are presented for the potential areas where only one channel 
each is included; by increasing the size of the shapes the overlap increases. Fig. 3d 
includes the complete area for the whole reaction including the break up into the 
three atoms. This latter form is only useful when the elements are chosen appro- 
priately. 

, i ; I I I I 

• ~ [ ~ l  
Fig. 3. Porter-Karplus-potential [8] in mass-weighted coordinates Z1, Z2 for the collinear reaction 
H + H213a]. Different grid schemes for calculating a potential adapted adiabatic basis from finite 
element functions: a v-shaped region A (including two arrangement channels), b and c two rectangular 
shapes B (depending on the size: two independent arrangement channels or two arrangement channels 
included in one grid scheme), d rhomboedrical shape C (including both arrangement channels) 
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5.1. Application to collinear reaction 

The discussion in the Sects. 5a and b is related to the problem how sensitive the 
results are with respect to the total size and form of the finite element region and 
the different orders of the polynomial expansion. A detailed comparison of different 
scattering methods using conventional basis set approaches has already been 
given in Ref. [2a] for the collinear H + H2-reaction using the R-matrix method 
with finite elements. A comparison of the S-matrix HKVP-approach using FE 
in comparison with basis sets was discussed in Ref. [2e] for the inelastic (2D) 
He + H2-collision. 

In Table 1 results of the reaction probabilities P~v, for the collinear 
H + H2(v) ~ Hz(v') + H reaction (Porter-Karplus potential [8]) using different 
versions with original finite elements (FE) and FE-eigenfunctions (FE-EF) for 
different shapes (Fig. 3: A, B, C) of the interaction region and different energies are 
shown. For comparison some earlier work of Rosenthal and Gordon [9] and 
Diestler [10], using finite differences, is quoted. 

For energy Etot = 0.8426 eV detailed informations about the shape sizes and 
forms are given. For shape A and with the original FE-functions roughly 61-81 
grid points in x direction (translation) and 31-41 grid points in y direction 
(vibration) are needed in order to reach an accuracy of better than 1% (see No. 5, 6 
in Table 1). By choosing 70 FE-EF (Nx = 61, Ny = 31) the accuracy is fairly good, 
but with 100 FE-EF we reached nearly the accuracy of the original FE calculations. 
Increasing the number of eigenfunctions from 100 to 150 does not change the 
results very much (No. 11-13). If one increases the size of the shape 
(x = 8 ~ 12, y = 4 -~ 6) the number of choosen FE-EF has to be increased in case 
the number of grid points is kept the same (No. t4-16). But even more accurate 
results can be achieved, when increasing the number of grid points and using 
100-150 eigenfunctions (No. 14-t9). The eigenfunctions have to be calculated only 
once and can be used for all scattering energies Etot < 0.8426 eV and at least for 
energies 20% larger. The additional computing amount for different scattering 
energies Eto t < ~ 1.0 eV is negligible. 

Using shape B again roughly 100 eigenfunctions are enough to calculate the 
reaction probability accurately (No. 28, x = 8, y = 8), but in case that the overlap 
of the different arrangement channel FE-EF is not good enough (see Fig. 3b, in 
vibrational direction the shape is not broad enough) no correct reaction proba- 
bility is obtained (No. 20-22). That the calculations for the shape B (x = 8, y = 4) 
do not lead to correct results is not easy to understand. There might be a problem 
with the buildup of the linear independent basis set in the interior region or with 
the coupling of the asymptotic wavefunction for one arrangement channel with the 
interior basis set of the other arrangement channel. Another possibility is that most 
of the eigenfunctions calculated for separate arrangement channels are not useful 
for the coupling between the two arrangement channels to give a correct physical 
picture as by using shape A or C. 

Shape C covers the complete interaction area (including complete breakup), so 
that at least Nx = 61 grid points have to be choosen in the y direction (No. 29-32). 

If one increases the scattering energy the size of shape A has to be increased in 
order to describe the wavefunction correctly until it reaches the size of shape C. The 
number of grid points has not to be increased very much (see Table 1, No. 6, 37, 40). 
The number of FE-EF has to be enlarged (one should choose for Ema x ~ 2Eto t (Emax 
is the cutoff for the eigenfunctions included), but as said before, all eigenfunctions 
can be used for all scattering energies Eto, < Ema,,/2. 
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5.2. Use of higher-order polynomials 

The collinear model system H + Ha has also been used for testing polynomials of 
different orders for the finite elements. According to the results summarized in 
Table 2, the use of higher-order polynomials leads to a reduction of the number of 
grid points needed (No. 1-3). One has to keep in mind that in all calculations an 
equidistant grid was used and that in case of an optimized grid even less points 
would be needed. In case of No. 2 there are only three elements used for the 
vibrational direction. 

In case of the size x = 8, y = 4 (No. 3-6) increasing the polynomial order from 
5 to 8 does not change the results, with 5th order they are already converged. If one 
increases the size of shape A (No. 7-9) 7th and 8th order polynomials are flexible 
enough to calculate correct values as for a smaller shape (No. 3, 6). 

The use of 80 FE-EF calculated with different orders (No. 10-14) leads to 
nearly correct results, if at least Nx ~ 61 and Ny ~ 31 points are used. Increasing 
the size of the shape one needs in addition a larger number of FE-EF, but if in 
addition the Nx, Ny points are not increased to (81, 41) or (101, 51) the results will 
be less good (No. 15-19). 

In case of the original FE there was enough flexibility by keeping 8th order and 
increasing the shape (No. 3, 9), but in case of eigenfunctions this does not help 
(No. 18, 19). This can be interpreted in the way that with original FE the use of even 
higher-order polynomials than 5 is numerically effective, but in case of applying 
potential adapted basis functions one can use 5th-order polynomials 'and with 
more grid points, if needed. 

However, the matrix structure of the hamiltonian matrix becomes less sparse 
when using higher-order polynomials. This influences the time of solving the 
eigenvalue problem. So it depends on the numerical eigenvalue solver and the 
architecture of the computer which way is more effective, i.e, less grid points and 
higher order or more grid points and lower order. 

6. Conclusion 

We have shown that instead of conventional L2-basis functions FE-functions 
(that cover different sizes of the potential region) can be used efficiently for 
calculating the S-matrix via the Hulth6n-Kohn variational principle. Finite 
elements have the advantage that they can be optimally adapted to different 
areas of the interaction region [2c]. One has the flexibility of choosing different 
orders of the polynomials and different shapes for each element. FEM allows 
to obtain realistic estimates of the accuracy and convergence properties. 
In the future we are going to use a multigrid technique which has the advantage 
of automatic optimization of grid points and an increased efficiency of solving 
linear equations and eigenvalue problems [11]. The idea in this paper of testing 
different shapes for the interaction region is to build up a modular basis set of 
functions for different arrangement channels that might be useful for exact 3D 
reactive A + BC-scattering calculations or for even larger polyatomic systems 
where one is interested in special arrangement problems. The presented way of 
performing the scattering calculations is in the mode of extension to 
three-dimensional scattering, where the full 3D eigenfunctions of the 
ABC-molecule (for bound and unbound ABC-systems) are taken into account. 
Preliminary calculations using finite element techniques for calculating e.g. the 
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bound states of H~- have already been tested [12], so that an extension to 
scattering can be achieved relatively easy. 
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